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Abstract:

Subject-specific musculoskeletal models are mandatory to conduct efficient analyses of muscle and joint forces involved in human motion. Thus, proper model calibration at geometrical, inertial, and muscu-
lar levels is critical. This article present a threefold approach for model calibration that can be easily deployed in any biomechanical lab equipped with classical motion analysis facilities. First, motion capture data is used to calibrate geometrical parameters of the model (bones lengths, joint centers, and joint orientations). The calibration minimizes the distance between real and reconstructed trajectories of markers. Second, motion capture and force platforms data are used to calibrate inertial parameters of the model. The calibration minimizes the residual forces arising from the model inertial inaccuracies in the dynamics of the system. Last, isokinetic ergometer data are used to calibrate muscular parameters. The calibration minimizes the distance between the experimental maximal isometric torque curve and the simulated one for a given joint. Examples are provided throughout the paper and results are discussed. A focus is made on the idea of using such methods as a tool in any motion analysis lab.
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1 Introduction

The interests and applications for musculoskeletal simulation are on the rise in diverse fields such as rehabilitation, sports or ergonomics. In fact, such a tool has the potential to provide insightful information about motion and motor control of humans at a kinematical, dynamical and muscular level through minimally invasive measurements. Three major leaks remain to achieve widespread use in the fields cited above :

– First of all, computation times have to be decreased in order to make these simulations easier to deploy and use on a daily basis. Strong improvements have been done on this side in the recent years [1, 2, 3].
– Second, no direct validation is possible. However indirect validation techniques have been proposed to circumvent this issue [4, 5].
– Last, the calibration of models to subjects still requires significant improvements to be made. Models calibrated to subjects - or subject specific models - are mandatory to obtain accurate simulations and reliable biomechanical data. The current paper focuses on proposing a three-steps method to address this issue.

Classically, regression methods based on anthropometric data collections have been used to scale both geometric and inertial parameters [6, 7, 8]. Muscle parameters have also been scaled thanks to anthropometric rules, as it has been done in [9] or presented in [10]. However, such approaches, statistically
representative at the best, do not enable to obtain accurate subject specific models. Three-dimensional scanning or magnetic resonance imaging measurements have also been used to calibrate precisely and individually geometric, inertial and muscular parameters [11, 12, 13], but these methods are expensive, long to post-process and can be invasive (radiations). Consequently, subject-specific scaling methods with lighter, less invasive and faster protocols are being developed. These methods mainly rely on equipment available in motion analysis laboratory.

Calibration of geometrical parameters (joint axes, bone lengths, joint position,...) based on motion capture data has been proposed in several studies [14, 15, 16, 17]. In most of these papers, the main idea consists in minimizing the reconstruction error between the model anatomical landmarks location and recorded experimental markers placed on the same landmarks among a given set of frames. Segments dimensions and joint center of rotation are then extracted from the optimized data.

Non-invasive optimization methods have also been proposed to estimate personalized inertial parameters (center of mass location, mass, inertia,...) in vivo. It requires using motion capture and external force measurements in order to obtain the optimal Body Segment Inertial Parameters (BSIP) that best fit the motion dynamics equations [18]. Different approaches were used to solve this problem. [19, 20] and [21] wrote the inverse dynamics to inertial parameters relationship under the form of a system of a linear equations and solve the corresponding problem in a least-square sense. This approach has also been applied to more affordable measurement systems [22]. Meanwhile, [23] and [24] focused on the 6 degrees of freedom (DoF) joint between the floating-base system and the global reference frame as a measure of the simulation accuracy. The optimization problem consisted in minimizing the generalized forces at this virtual joint, that corresponds to the dynamic residuals. We can also cite [25] that estimated the inertial parameters by adjusting ellipsoid shapes on photographies and anatomical landmarks from motion capture data.

Finally, the most challenging calibration remains on the muscular aspect, since no direct measurement of muscle characteristics is possible and only a few non-invasive techniques exist. These techniques are based on the measurement of the maximal joint torque corresponding to isometric or isokinetic muscle efforts and trying optimizing muscle parameters to match these values. For example, [26] proposed a two step optimization method based on isometric measurements, first solving the force sharing problem among upper limb joints, and second fitting at best individual muscle torques by changing muscle parameters. [27] proposed a similar approach with the addition of isokinetic trials to enhance the calibration. We can also cite [28] that proposed an approach coupling EMG measurements and motion capture trials
to calibrate the musculo-tendon parameters of the muscles crossing the elbow.

These approaches have a great potential of application and tend to be deployed widely in motion analysis tools and software. However, these techniques remain difficult to implement and are not available to most of the potential users they could help. The purpose of the current paper is to propose an implementation of some of these techniques in a unique pipeline, aiming at being used easily in a motion analysis laboratory. In the following section, we aim at presenting the motion analysis pipeline, and the calibration modules available to prepare subject-specific models at geometrical, inertial and muscular levels. A use-case is proposed to illustrate the use of such methods in a motion analysis laboratory. The muscle parameters calibration is particularly developed and discussed.

2 Material and methods

2.1 A musculoskeletal simulation pipeline and its calibration module

A musculoskeletal simulation pipeline has been designed to make users able to obtain, from classical recordings that a biomechanical lab provides (motion capture, force platforms, isokinetic ergometer), joint angles, joint torques and reaction forces, and muscles forces involved in the motion. For each subject, a model is generated in order to perform the analysis. In the following sections, we will consider that the model exhibit $N_b$ bodies, $N_m$ muscles and $N_q$ degrees of freedom.

![Motion analysis pipeline and its calibration module.](image)

**Figure 1** – Motion analysis pipeline and its calibration module.

For each simulation, the model is described thanks to a systematic structural representation. This des-
The motion analysis pipeline on which the calibration module is adapted is composed of three main steps, as shown in Figure 1. These steps are briefly detailed here:

- **Inverse Kinematics**: this step consists in computing joint angles associated to a kinematical model of the human from motion capture data. In our implementation, the step consists in finding the proper set of joint coordinates \( q_{ij} \), gathered in a joint coordinates vector \( q_j \), that minimizes the distance between recorded positions of motion capture markers \( X^d_j \) and reconstructed ones \( X(q_j) \) at each recorded frame \( j \). Due to the small kinematic changes and the continuity from one frame to one other, this problem expression can be linearized and solved thanks to a Levenberg-Marquardt method, as expressed in equation 1.

\[
\begin{align*}
(J^TJ + \lambda \text{diag}(J^TJ))\Delta q_j &= J^T(X^d_j - X(q_{j-1})) \\
X(q_j) &= X(q_{j-1}) + J\Delta q_j
\end{align*}
\]  

(1)

With \( J \) the jacobian matrix of the model, \( \lambda \) a damping coefficient, and \( \Delta q_j \) the joint coordinates increment from one frame to the next.

- **Inverse Dynamics**: this step consists in computing joint torques and joint reaction forces associated to a dynamical model of the human from joint coordinates and external force measurement data. In our implementation, the step consists in applying a classical recursive Newton-Euler algorithm finding the corresponding joint torques and reaction forces at each frame \( j \). The implementation of the method has been done in the way described in [32]. From extremities to the root, forces \( f_{ij} \) acting on body \( i \) are computed thanks to the recursive equation 2. \( f_{ij}^{acc} \) are the acceleration quantities of body \( i \) at frame \( j \), computed from the joint coordinates obtained at the previous stage of the analysis. \( f_{ij}^{ext} \) are the external forces acting on body \( i \), including gravity, and \( \mu(i) \) lists the children of body \( i \).

\[
f_{ij} = f_{ij}^{acc} - f_{ij}^{ext} + \sum_{k \in \mu(i)} f_{kj}
\]  

(2)

The use of recursive algorithm introduces residual efforts \( \lambda_{\text{res}} \) on the body considered as the root, called dynamic residuals. These residuals correspond to the forces and torques needed to respect the dynamic equilibrium of the model and are used to quantify the dynamic consistency [33].

- **Muscle Forces Estimation**: this step consists in computing muscle forces from joint torques and
joint coordinates. In our implementation, it consists in a classical optimization of a cost function representing the way the Central Nervous System (CNS) behave, for example minimizing the muscle fatigue at each frame $j$. The problem can be presented as proposed in equation 3:

$$\begin{align*}
\text{Find } & F_j \\
\text{Minimizing : } & J(F_j) = \sum_{N_m} \frac{F_j}{F_{j_{\text{max}}}} \\
\text{Under constraints : } & R_j F_j = \Gamma_j \text{ and } F_j > 0
\end{align*} \tag{3}$$

Where $F_j$ is the muscle force vector at frame $j$, $R_j$ is the moment arm matrix at frame $j$ and $\Gamma_j$ the joint torques extracted from the inverse dynamics step.

At each of these steps, it is necessary to adapt the parameters of the model to the subject to be evaluated. The following sections give details about the way it is done in this musculoskeletal simulation pipeline.

### 2.2 Geometrical parameters calibration

The method used to scale the geometrical models is similar to the one we previously proposed in [16]. The method consists in a two-stage optimization problem that works as follows: first, joint angle trajectories are initialized thanks to a classical inverse kinematics step. Then, the calibration alternates between an optimization of the geometrical parameters (joint centers, bone lengths) and an inverse kinematics step on a subset of frames $N_f$. The optimization problem is stated as follows:

$$\begin{align*}
\text{Find } & \text{param} = X_{\text{local}}, l \\
\text{Minimizing : } & J(q, \text{param}) = \sum_{N_f} \sum_{N_q} \|X^d_j - X(q_j, \text{param})\|^2
\end{align*} \tag{4}$$

The optimization is solved thanks to a Sequential Quadratic Programming algorithm. The optimization loop stops when the variation of the mean error between two iterations is below 5%.

### 2.3 Inertial parameters calibration

The current section aims at presenting an optimization method to calibrate the body segment inertial parameters (BSIP) which are, for each limb, the mass, the position of the center of mass (CoM) and the inertia matrix. The method consists in minimizing the dynamic residuals as proposed by [23]. To couple the different inertial parameters of a limb and to improve the results consistency, the optimization variables are not directly the ten inertial parameters of this limb but the parameters of an associated geometrical model. We chose to use the stadium solid model proposed by [6]. Thus, each segment is
associated to this geometrical model and linked to a density. So, the calibration aims at finding the better stadium solid characteristics $p$ of each limb to minimize the dynamic residuals (5). As proposed by [20], additional physiological constraints – $\psi(p)$ and $\psi_{eq}(p)$ – are added in the optimization problem to improve the results consistency. They consist in limiting the asymmetry and in limiting the BSIP variation from anthropometric data.

$$\begin{align*}
\text{Find } p \\
\text{Minimizing : } \lambda_{\text{res}}(p) \\
\text{s.t. } \psi_{\text{eq}}(p) = 0 \text{ and } \psi(p) \leq 0
\end{align*}$$

(5)

An initialization step computes the stadium solid parameters that give, for each limb, the anthropometric inertial values. These obtained parameters are then used as initial guesses in the optimization problem. After the optimization problem, for each limb, the ten inertial parameters are deducted from the stadium solid model and its corresponding calibrated characteristics.

### 2.4 Muscle parameters calibration

The current section aims at presenting a generic method to calibrate the parameters of muscles crossing a joint from experimental data. This method is similar to the one proposed in [26, 27, 10], with small changes in the problem definition and the optimization method. Currently, the method only takes into account force-length dependency.

Let us consider a number $N_f$ of isometric trials recorded at different angular positions. Let us define $\Gamma_j$ and $q_j$, the extrapolated torque and angle couples of the considered joint. Let us consider that $N_m$ muscles are crossing and actuating this joint. Each muscle $i$ has a force production behavior that is considered as follows (angle of pennation neglected) [34] :

$$F_i(a(t), \tilde{l}_{m_i}, \dot{\tilde{l}}_{m_i}) = f_0_i(f_p(\tilde{l}_{m_i}) + a_i(t)f_l(\tilde{l}_{m_i})f_v(\dot{\tilde{l}}_{m_i}))$$

(6)

With $a_i(t)$ muscle activation, $\tilde{l}_{m_i}$ normalized muscle length, $\dot{\tilde{l}}_{m_i}$ normalized contraction velocity, $f_0_i$ maximal isometric force, $f_p$ passive force relationship, $f_l$ force-length relationship and $f_v$ force-velocity relationship. Considering that the joint produced the maximal net joint torque during isometric tests, we simplify this equation by replacing $f_i$ by 1 since isometric trials do not generate any contraction velocity.
With δᵢ replacing aᵢ(𝑡) since during isometric trials, muscle are supposed to be fully activated or fully passive. Therefore, δᵢ is defined depending on the type of trial. In other terms, a muscle contributing to the net torque is supposed to be fully active:

\[
\delta_i = \begin{cases} 
1, & \text{sign}(R_i) = \text{sign}(\Gamma^{exp}_j) \\
0, & \text{sign}(R_i) = -\text{sign}(\Gamma^{exp}_j) 
\end{cases}
\]  

The behavior of this force production can be defined by setting up the maximal and minimal normalized muscle lengths \(\{\tilde{l}_{min}, \tilde{l}_{max}\}\), as shown in Figure 3. In the following study, we consider that both passive-
Figure 3 – Normalized force-length and passive-force relationships.

Thus, each muscle force production capacity can be fully defined by setting the 3 following parameters: \{\tilde{l}_{\text{min}}^m, \tilde{l}_{\text{max}}^m, f_0^i\}. The length parameters influence the shape of the force-length relationship, this is why controlling them can help to shape the resulting torque curve. The isometric force parameter influence the scale of the force production per muscle, and controlling it can help to scale the resulting torque curve.

We can obtain for any musculotendon of the model the maximal and minimal length \{l_{\text{max}}^{mt}, l_{\text{min}}^{mt}\}. Thus we can define from these values and the maximal and minimal normalized muscle lengths the tendon slack length and the optimal muscle-fiber length of each muscle \(i\), as shown in Figure 2:

\[
\begin{align*}
l_0^m & = \frac{l_{\text{max}}^{mt} - l_{\text{min}}^{mt}}{l_{\text{min}}^{mt} - l_{\text{max}}^{mt}} \\
l_s^m & = \frac{l_{\text{min}}^{mt} l_{\text{min}}^{mt} - l_{\text{max}}^{mt} l_{\text{max}}^{mt}}{l_{\text{min}}^{mt} l_{\text{max}}^{mt} - l_{\text{min}}^{mt} l_{\text{max}}^{mt}}
\end{align*}
\]
Considering that we know from the model at any time (thanks to origin, insertion, and via points) the length of the musculotendon $l_{mti}(q_j)$ and that most of the length changes are due to the muscle contraction (we assume in this case that the tendon length remain constant and equal to the tendon slack length $l_{si}$), we can estimate that at any time the muscle length can be computed as:

$$l_{mi}(q_j) = l_{mti}(q_j) - l_{si} \quad (12)$$

Finally, this can be used to compute the normalized muscle length at for any configuration:

$$\tilde{l}_{mi}(q_j) = \frac{l_{mi}(q_j)}{l_{0mi}} \quad (13)$$

This value can be used to evaluate the muscle force produced for any isometric configuration thanks to the equation 7.

Summing the muscle contributions and projecting it on the joint through moment arms $R_i(q_j)$ enable us to define a simulated joint torque produced by the model and corresponding to each isometric situation $j$:

$$\sum_{N_m} R_i(q_j)(f_p(\tilde{l}_{min}^{mi}, \tilde{l}_{max}^{mi}, \tilde{l}_{mi}(q_j))) + \delta_i f_1(\tilde{l}_{min}^{mi}, \tilde{l}_{max}^{mi}, \tilde{l}_{mi}(q_j))f_{0i} = \Gamma_{sim}^j \quad (14)$$

However, there is no straightforward method enabling a proper definition of the muscle parameters $\{\tilde{l}_{min}^{mi}, \tilde{l}_{max}^{mi}, f_{0i}\}$ with regard to the experimental data. This is why it is necessary to set up an optimization method estimating these parameters fitting at best the experimental data.

The optimization scheme presented in Figure 4 has been adopted. In such a scheme, we chose to separate the parameters influencing the shape of the $\Gamma_{sim}$ curve from the ones influencing its values. In other words, the scheme tend to optimize consecutively $f_0$ and $\{\tilde{l}_{min}^{mi}, \tilde{l}_{max}^{mi}, \}$. In order to assess the similarity and the distance between simulated and experimental torques, a classical cost function has been chosen:

$$J = \sum_{N_f} ||\Gamma_{sim}^j - \Gamma_{exp}^j||^2 \quad (15)$$

The algorithm first set values to $\{\tilde{l}_{min}^{mi}, \tilde{l}_{max}^{mi}, f_{0i}\}$ from anthropometric data. In order to avoid any undesired over-fitting, a first scaling of the $f_0$ is performed to make the initial guess close enough to experi-
mental data, as shown in the following equation:

\[
\begin{align*}
    \mathbf{f}_{\text{flexors}}^0 \init &= \mathbf{f}_{\text{flexors}}^0 \anthropo \left( \frac{\max(\mathbf{\Gamma}^\exp)}{\max(\mathbf{\Gamma}^\text{sim} \anthropo)} \right)_{\text{flexors}} \\
    \mathbf{f}_{\text{extensors}}^0 \init &= \mathbf{f}_{\text{extensors}}^0 \anthropo \left( \frac{\max(\mathbf{\Gamma}^\exp)}{\max(\mathbf{\Gamma}^\text{sim} \anthropo)} \right)_{\text{extensors}}
\end{align*}
\]

Then, the simulated torque corresponding to any configuration is computed thanks to the equations presented above. The cost function is computed, \( f_0 \) is modified accordingly and this scheme is repeated until convergence (variation of the cost function between two iterations inferior to 5\%). \( \{\mathbf{l}^\text{min}_m, \mathbf{l}^\text{max}_m\} \) are then optimized the same way until convergence.

The optimized variables are constrained with regard to the values proposed in [34, 26]: \( \mathbf{l}^\text{min}_m \in [0.1, 0.7] \),
\( j_{\text{max}} \in [0.8, 1.6] \), \( f_0 \) is constrained to remain close from the initial values \( f_0 \in [0.75f_0^{\text{ant}}, 1.25f_0^{\text{ant}}] \).

### 2.5 Use case: a subject in a lab

The methods described above have been applied to a classical problem encountered in most motion analysis labs: a new subject attend an experimentation and a subject specific biomechanical model is needed. To show the usability of the method, the geometric and inertial parameters were calibrated on the whole body, whereas muscle parameter optimization was only applied to the elbow joint. Thus, the subject had to follow a protocol for scaling that consisted in i) recording a normalized motion of 95s with motion capture and force platform systems [35] at a 100Hz frequency ii) recording 5 elbow isometric trials at 53°, 66°, 78°, 95°, and 107° on the isokinetic ergometer in flexion and extension. The subject was a 35 years old male, measuring 1.74m and weighing 65kg. The experimental procedure had a duration of 1h (30 minutes setup, 10 minutes motion capture, and 20 minutes isokinetic measurements).

![Figure 5 – Experimental set up on the dynamometer](image)

The whole body skeletal model used was composed of 21 rigid bodies (\( N_b \)) linked by 17 joints and exhibits 32 degrees of freedom (\( N_q \)). The lower limb model is based on Klein Horsman’s model [36] and musculoskeletal properties are also issued from [36]. A uniform scaling in all directions is used to initialize kinematical parameters on the basis of the current subject’s size [37].

The geometrical parameters calibration was performed on a subset of 30 frames picked up among the
whole motion regularly. The inertial parameters calibration was performed on a subset of 60 frames picked up among the whole motion regularly. The muscle parameters calibration was performed on the whole set of isometric trials without taking passive forces into account. These passive forces are obtained from an additional trial.

### 3 Results and discussion

The calibration of geometrical and inertial parameters has been driven with respect to the methods described before. Results of the calibration with regard to the anthropometric data are summarized in Table 1.

<table>
<thead>
<tr>
<th>Segment</th>
<th>Length (cm)</th>
<th>Mass (kg)</th>
<th>CoM (cm)</th>
<th>$[I_{xx}, I_{yy}, I_{zz}]$ (kg.m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pelvis</td>
<td>9.3</td>
<td>10.0</td>
<td>9.19</td>
<td>$[0.0,0.0]$</td>
</tr>
<tr>
<td>Torso</td>
<td>45.5</td>
<td>42.6</td>
<td>21.57</td>
<td>$[3.6,14.4,0]$</td>
</tr>
<tr>
<td>Head</td>
<td>27.0</td>
<td>25.6</td>
<td>4.60</td>
<td>$[0.0,0.0]$</td>
</tr>
<tr>
<td>RThigh</td>
<td>44.3</td>
<td>43.8</td>
<td>8.02</td>
<td>$[0.0,18.9,3.6]$</td>
</tr>
<tr>
<td>RShank</td>
<td>44.7</td>
<td>42.8</td>
<td>3.13</td>
<td>$[0.0,18.5,0]$</td>
</tr>
<tr>
<td>RFoot</td>
<td>19.5</td>
<td>21.0</td>
<td>0.78</td>
<td>$[-2.9,-7.4,2.1]$</td>
</tr>
<tr>
<td>LThigh</td>
<td>44.3</td>
<td>43.4</td>
<td>8.02</td>
<td>$[0.0,18.8,3.6]$</td>
</tr>
<tr>
<td>LShank</td>
<td>44.7</td>
<td>43.0</td>
<td>3.13</td>
<td>$[0.0,19.0,0]$</td>
</tr>
<tr>
<td>LFoot</td>
<td>19.5</td>
<td>21.7</td>
<td>0.78</td>
<td>$[-2.9,-7.4,2.1]$</td>
</tr>
<tr>
<td>RHand</td>
<td>19.8</td>
<td>20.5</td>
<td>1.57</td>
<td>$[0.0,15.3,0]$</td>
</tr>
<tr>
<td>LHand</td>
<td>19.8</td>
<td>21.0</td>
<td>0.39</td>
<td>$[0.0,11.6,0]$</td>
</tr>
<tr>
<td>RHumerus</td>
<td>32.5</td>
<td>30.5</td>
<td>1.57</td>
<td>$[0.0,15.3,0]$</td>
</tr>
<tr>
<td>LHumerus</td>
<td>32.5</td>
<td>30.6</td>
<td>1.57</td>
<td>$[0.0,15.3,0]$</td>
</tr>
<tr>
<td>RForearm</td>
<td>25.6</td>
<td>25.3</td>
<td>1.11</td>
<td>$[0.0,13.4,0]$</td>
</tr>
<tr>
<td>LForearm</td>
<td>25.6</td>
<td>24.7</td>
<td>1.11</td>
<td>$[0.0,13.4,0]$</td>
</tr>
</tbody>
</table>
| Table 1 – Results of the geometrical and inertial parameters calibration.

The geometrical calibration led to results that have already been observed in previous studies [14, 15, 17]. Indeed, the reduction of the reconstruction error is significant (mean reconstruction error per marker for the whole motion (9500 frames): 19.8 mm initially and 7.7 mm after calibration) and led to substantial modifications of the segment lengths with regard to the anthropometric data. We can particularly notice an adaptation of the thighs and shanks lengths for this subject. In addition, the subset used to perform the calibration was relatively small (30 frames) and seems sufficient in this case to perform properly this calibration.

The inertial calibration also showed strong improvements in the dynamics residuals (mean normalized dynamics residual as presented equation 5 dropped from 0.8 to 0.04 after calibration). However, even if calibrated parameters are still consistent with the literature [8, 7], these results have to be taken with caution since such optimization is prone to overfitting [35]. The subset used to perform the calibration was also relatively small (60 frames) and seems sufficient in this case to perform properly this calibration.

For these two calibrations, a validation step comparing the parameters obtained with other calibration techniques (three-dimensional scanning or magnetic resonance imaging for example [11, 12, 13]) would
help to ensure their reliability.

At last, the subject was not that challenging since he exhibited anthropometrics close to the 50th percentile. The method would meet a more competitive challenge with non-regular people.

Muscle origin, via points and insertion coordinates geometrically calibrated are presented in Table 2. Resulting peak and mean moment arms of the nine elbow muscles seem coherent with values from the literature [38]. Compared to those values, peak and mean moment arm geometrically calibrated to our subject are decreased by up to 8% in flexor muscles, but increased by up to 25% in average in the triceps. The discrepancy found for flexor muscles moment arms may be explained because our model’s humerus and forearm segment are shorter by 5% and 2% respectively compared to the same segment average length in Murray’s study. However, the increase in triceps moment arm in our model could be explained by the use of a too restrictive joint wrapping method that would prevent moment arm to vary realistically through the range of motion.

Muscle maximal voluntary force ($f_0$), muscle optimal length ($l_0$) and tendon slack length ($l_s$) obtained after geometrical (init.) and mechanical (opt.) calibrations are also presented in Table 2 for each muscle. Concerning musculotendon lengths, the greatest differences from Murray’s study [38] are found for ECRL muscle since we chose to truncate its distal hand part. Apart from that, the differences in relative distribution between muscle optimal length versus tendon slack length obtained for our geometrically and mechanically calibrated model are smaller than 10% for all muscles except a relative increase up to 25% of tendon length for the brachialis and triceps muscles. These results seem to stay in a reasonable inter-subject variability. In general, relative muscle to tendon lengths ratio tends to decrease from source data in the literature [39] to our model. In addition, optimal muscle length further decreased for all elbow muscles through the mechanical calibration optimisation. One of the reason for this result can arise from the choice of a constant length to model the tendon, which could not allow contractile muscle components to shrink as much to create a certain load. Therefore the solution is to start with longer tendons and smaller muscle fibers.

Inversely concerning maximal voluntary forces, our result display an important shift toward an increased extension/flexion ratio (av.+18%; -38% before optimisation) [39]. This result is even globally emphasized after optimisation (av. +28%; -39%). This result seems to indicate that the subject presented a specific flexion-extension ratio. Although this result could come from an experimental set up favoring extension, this is not very likely since the classical recommendations were followed.
<table>
<thead>
<tr>
<th>MUSCLE</th>
<th>Origin (mm)</th>
<th>Landmark</th>
<th>coordinates</th>
<th>Via (mm)</th>
<th>Landmark</th>
<th>coordinates</th>
<th>Insertion (mm)</th>
<th>Landmark</th>
<th>coordinates</th>
<th>R (mm)</th>
<th>f_0</th>
<th>l_0m (mm)</th>
<th>ls (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biceps S.</td>
<td>Clavicula</td>
<td>Coracoid process</td>
<td>[4 -12 126]</td>
<td>Clavicula</td>
<td>Humerus</td>
<td>[8 -38 137]</td>
<td>[10 73 -10]</td>
<td>[16 25 -10]</td>
<td>[21 -32 -6]</td>
<td></td>
<td>47</td>
<td>44</td>
<td>268</td>
</tr>
<tr>
<td>Biceps L.</td>
<td>Clavicula</td>
<td>Supraglenoid</td>
<td>[-38 3 140]</td>
<td>Clavicula</td>
<td>Humerus</td>
<td>[29 13 149]</td>
<td>[19 17 19]</td>
<td>[22 147 11]</td>
<td>[12 123 1]</td>
<td></td>
<td>47</td>
<td>44</td>
<td>385</td>
</tr>
<tr>
<td>Pronator teres</td>
<td>Humerus</td>
<td>Mid-humerus</td>
<td>[6 -6 -3]</td>
<td></td>
<td>Ulna</td>
<td>[-38 3 140]</td>
<td>[19 17 19]</td>
<td>[22 147 11]</td>
<td>[12 123 1]</td>
<td>-27</td>
<td>25</td>
<td>236</td>
<td>235</td>
</tr>
</tbody>
</table>

Table 2 – Results of the muscle parameters calibration.
When looking at Figure 6, we observe an optimal flexion angle shift from seventy to mid-eighty degrees in experimental and optimised model compared to initial model. Inversely, we also notice a really more extended optimal extension angle. This observation seems to agree with the reduced optimal muscle lengths we noticed before.

Besides, our mechanical model with calibrated muscle parameters efficiently fitted experimental maximal joint torque recorded on the subject. However, a difference between calibrated and experimental values appears at maximal flexion and extension angles for extensor muscles. This error can arise from the choice of a quadratic function in our triceps model whereas measured torque follows a near-linear curve.

In general, the method presented to calibrate elbow muscle parameters seems to efficiently adapt to the subject specific torque, while providing coherent values of the mechanical parameters. This result was achieved through motion capture and a serie of 10 isometric measurements at varied angle on a dynamometer commonly used in movement analysis laboratories. However, in order to apply this method to a full body calibration in a fast protocol with simplified set up, further studies are necessary to identify a minimal tests set that would best correlate with multiple joints calibration of muscular parameters.

The global computation time was less than 15 minutes to calibrate geometrical, inertial and muscular parameters. In comparison to the experimentation time (about 1h), this duration is satisfying. Indeed, a
model specific to a subject coming in a lab can therefore be fully calibrated in less than 1h15.

4 Conclusion

We have presented a pipeline aiming at calibrating a musculoskeletal model specific to a subject, that can be easily deployed in a motion analysis laboratory. The calibration module allows to calibrate the geometrical parameters, the inertial parameters and the muscle parameters. For this last calibration, we proposed a polynomial model of passive-force $f_p$ and of force-length $f_l$ approximation. A two step optimization algorithm was proposed to optimize consecutively the maximal isometric forces ($f_0$) and the muscles lengths ($\{\tilde{l}_{min}^m, \tilde{l}_{max}^m\}$) in order to maximize the similarity between the experimental and simulated torque curves.

Although limitation remain to the application of this method to a full-body calibration in a light experimental setting, this study shows the existing gap between generic musculoskeletal model and subject specificities in terms of mechanical abilities even for a simple hinge-type joint. Therefore our results highlight even more the need for such mechanical calibration.

Such methods have the potential to impact deeply the use of motion analysis in a wide range of applications. Indeed, having a tool able to provide a fair specified model of a subject can enhance deeply the results obtained can be especially useful in ergonomics, sports or rehabilitation. In such applications, the calibration and preparation time for motion analysis remain limited and asks for quick and poorly invasive methods to be developed.
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