Sensitivity analysis of cracking in large reinforced concrete structures: Case of the VeRCoRs mock-up
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Abstract:

This paper aims at studying and defining the influence of the spatial distribution of concrete’s mechanical properties on its cracking patterns. The modeling of concrete’s cracking is based on a continuous energy-regularized and strain-based local damage model. Statistical and energetic size effects at the structural scale are taken into account (a) by reducing the mean tensile strength of the considered concrete volume according to a deterministic ‘‘universal law’’ and (b) by defining an autocorrelated lognormal random field associated with the concrete’s Young’s modulus. The first part of this article deals briefly with the various descriptive equations of the Thermo-Mechanical (TM) behavior of concrete at early age. More interest is shown towards the considered hypotheses related to size effect and energy regularization strategies. The second part of this paper is an application of the proposed modeling strategy to the first lift of the VeRCoRs containment wall mock up (the gusset) in attempt to predict concrete cracking. In a final part, a sensitivity analysis is performed with regards to the effects of numerical and physical parameters related to size effect on crack initiation, opening and spacing at the scale of the gusset’s Representative Structural Volume (RSV).
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1 Introduction

The modeling of concrete’s cracking is still a major issue amongst civil engineering community. In the case of homogeneously distributed stress loads, the distribution of voids and defaults in the concrete volume is one of the driving factors of crack initiation and localization. The way such heterogeneity affects concrete’s mechanical behavior is, up to this day, a subject of controversy. From a modeling point of view, the mathematical description of cracks at the structural scale has to take into account the random aspect of crack initiation and also the observed size effects associated with large concrete structures [1]. In this article, we are interested in early age cracking of concrete where only the distribution of voids in the volume and the evolution of the mechanical property define the risk of cracking. Indeed, during early age phase and under endogenous conditions, the tensile stresses in concrete are self-induced and occur without any macroscopic stress concentration (in the absence of geometric singularities). This allows us to focus mainly on the accuracy of a numerical modeling of intrinsic defaults distribution using a continuous and macroscopic approach. After a brief description of the Thermo-Mechanical (TM) behavior of concrete at early age [2][3], we focus on the modeling of the various size effects and their associated descriptive equations. A blind calculation step is performed at the scale of the VeRCoRs gusset aiming at predicting its cracking state at early age. After assessing the differences between the model’s and the observed results [4], a variance-based sensitivity analysis [5] is performed so as to identify the most influent parameters with regards to cracking and damage of concrete. The presented results cover only a portion of a more generalized and global analysis [6] that we have undertaken and intentionally focus on the random field parameters and their importance vis-à-vis the cracking pattern of concrete.

2 Modeling of concrete cracking

2.1 Thermo-mechanical coupling at early age

The thermal behavior of concrete is described according to the classical heat equation. A macroscopic approach is preferred to account for the exothermic nature of cement hydration [2][3]. Accordingly, an additional source term is added (Eq. 1) to describe the released heat during that phase [7]:

\[
\rho_{he}c_{he}^p \frac{dT}{dt} - \lambda_{he} \Psi^2 T = \frac{Q_\infty}{\zeta_\infty} \frac{d\zeta}{dt} e^{-\frac{E_h^h}{R T}}
\]

where \( \rho_{he} \) (kg/m\(^3\)) is the hardened concrete’s density, \( c_{he}^p \) (J/kg/°K) and \( \lambda_{he} \) (J/s/m/°K) are its thermal conductivity and thermal capacity respectively. The hydration parameters are the volumetric hydration heat \( Q_\infty \) (J/m\(^3\)), the ultimate hydration rate \( \zeta_\infty \), the hydration activation energy \( E_h^h \) (J/mol) and the universal gas constant \( R \).

The dependence of the concrete’s thermal properties on temperature and hydration rate is not considered in Eq. 1 as their effect on the computed temperature field remains negligible [8]. The drying of concrete is also neglected during the hydration phase and the hydration reaction is supposed to occur under endogenous conditions where concrete remains saturated.

The second step of calculations deals with the mechanical behavior of concrete. The temperature field is used as an input to define the endogenous and thermal shrinkages as well as the effect on the viscoelastic behavior of concrete. The concrete total strain is divided into four components:
\[ \varepsilon_{\text{TOT}} = \varepsilon_{\text{ELAS}} + \varepsilon_{\text{TH}} + \varepsilon_{\text{ES}} + \varepsilon_{\text{CR}} \]  

(2)

where \( \varepsilon_{\text{ELAS}} \) is the elastic strain, \( \varepsilon_{\text{TH}} \) is the thermal strain associated with temperature variation, \( \varepsilon_{\text{ES}} \) is the endogenous shrinkage due to water reaction with cement [7] and \( \varepsilon_{\text{CR}} \) is the creep strain.

In a saturated environment, concrete creep is only due to basic creep \( \varepsilon_{\text{BC}} \). In this article, it is described according to the water migration theory [9]. Hence, the Burger model [10] is selected to define the viscoelastic behavior of concrete. It consists of series of Kelvin-Voigt (KV) and Maxwell (M) chains as shown in Fig. 1.

Fig. 1: Burger rheological model for concrete’s basic creep

where \( C \) is the compliance tensor depending on the Young’s modulus \( E \) and the elastic Poisson ratio \( \nu_{\text{ELAS}} \). \( \eta_{\text{BC}}^{\text{KV}} \) is the Kelvin chain viscosity tensor associated with basic creep, \( k_{\text{BC}}^{\text{KV}} \) is the Kelvin chain rigidity tensor and \( \eta_{\text{BC}}^{\text{M}} \) is the Maxwell chain viscosity tensor.

The increase of the elastic properties of concrete as well as the decrease of its viscoelastic properties due to its hardening are modeled using the maturity method [11][12]. The effect of temperature on basic creep kinetic is modeled using the Arrhenius law which describes the thermo-activation of water diffusion in capillary voids [13].

2.1.2 Damage description and coupling with creep

Compared to non-local damage modeling approaches [14][15], local damage models are considerably less time consuming and seem to be more accurate for the modeling of large structures with a reasonably refined finite elements mesh. In this article, the isotropic unilateral \( \mu \)-Mazars damage model [16] is used (Eq. 3) where the damage variable \( d \) depends on a given equivalent strain (Eq. 4).

In order to take into account the contribution of basic creep to the observed damage, a portion of basic creep strain is considered whilst computing the equivalent strain [17] (Eq. 4).

\[ C = (1 - d) C_0 \]  

(3)

\[ \varepsilon_{\text{eq}} = \left| \varepsilon_{\text{ELAS}} + \beta_{\text{coup}} \varepsilon_{\text{CR}} \right|_t \]

\[ \varepsilon_{\text{eq,c}} = \left| \varepsilon_{\text{ELAS}} + \beta_{\text{coup}} \varepsilon_{\text{CR}} \right|_c \]  

(4)

where \( C_0 \) is the initial compliance tensor (undamaged) and \( d \) the isotropic damage variable, \( \| \cdot \|_t \) and \( \| \cdot \|_c \) are a given mathematical norms under tensile and compressive loads respectively. \( \beta_{\text{coup}} \) is the
coupling factor between damage and creep (between 0 and 1 – 0 means that creep does not contribute at all to concrete damage and 1 means that all creep strain is considered while computing damage).

Finally, an additional post-processing step is required to define equivalent crack openings from the observed equivalent strains. The terms equivalent crack strain $\varepsilon^{uco}$ and equivalent crack opening $u_{ck}$ are preferred to emphasize the equivalence between a real crack in a discontinuous domain and its equivalent crack in a continuous one. The used formula (Eq. 5) is a generalization of the initial 1D crack strain in [18].

$$u_{ck} = h_{EF} \ast \varepsilon^{uco}$$

where $h_{EF}$ is the characteristic length of the finite element $h_{EF} = \sqrt{V_{EF}}$ and $||X|| = \max(X_I, X_{II}, X_{III}, 0)$ with $X_I, X_{II}, X_{III}$ are the Eigen values of a given tensor $X$.

### 2.2 Modeling of size effect

Local damage models are mesh-dependent as the dissipated energy per finite element depends on its size. To avoid such dependency, the computed post-peak behavior should vary with the finite element size. Hereafter, the Hillerborg energy based regularization technique [19] is applied to the used damage model. Moreover, the tensile strength of concrete is defined according to a ‘‘universal’’ size effect law where the effective volume under tensile stresses is considered. Lastly, the statistical size effect is described by using random fields to model the spatial distribution of the concrete’s Young’s modulus.

#### 2.2.1 Energy based regularization technique

According to the Hillerborg energy based regularization principle, both the dissipated fracture energy and tensile strength should not depend on the characteristic length of the finite element $h_{EF}$ (Eq. 6):

$$\frac{G_F}{E h_{EF}} = \frac{f_t^2}{2 E} + \int_0^{\infty} (1 - d) \varepsilon \, d\varepsilon$$

where $G_F$ (N.m) is the fracture energy of concrete and $f_t$ (Pa) is its tensile strength.

The analytical solution of the previous system of equations (Eq. 6) exists and can be derived manually. However, it remains relatively complicated and not practical for engineering use. For that reason, the regularization is applied to the intrinsic fracture energy only $G_F$. It refers to the energy that is actually dissipated ahead of the crack tip and controls the propagation of the crack. It corresponds to about 40% of the total fracture energy $G_F$ [20]. This reduces the number of equations to solve since by definition the yield strength becomes equal to the ultimate tensile strength of concrete and the area under the behavior law is accordingly smaller as depicted in Fig. 2.
2.2.2 Size effect ‘‘ universal law ‘’

According to Weibull theory, the tensile strength of concrete is related to the considered volume as following [1]:

\[
\frac{f_t(V_{\text{eff}})}{f_t,\text{ref}} = \left(\frac{D_{\text{eff}}}{D_{\text{ref}}}\right)^{-\frac{n}{m}}
\]

(8)

where \( m \) is the Weibull modulus, \( f_t,\text{ref} \) is the tensile strength measured on a given reference dimension \( D_{\text{ref}} \), \( D_{\text{eff}} \) is the effective structural dimension under tensile loads and \( n \) is a dimensional factor (\( n=1 \) for 1D, \( 2 \) for 2D or \( 3 \) for 3D).

Hereafter, the 3D configuration is considered. Similar developments can be derived for the 1D and 2D cases. In general terms, the effective volume \( V_{\text{eff}} \) writes:

\[
V_{\text{eff}}(\bar{x}_0) = \int_{\Omega} \psi\left(|\bar{x} - \bar{x}_0|, l_c, |\sigma_h(\bar{x})|\right) \, d\Omega
\]

(9)

where \( \psi \) is a weight function defining the zone of influence on a given point \( \bar{x}_0 \) depending on an internal length \( l_c \) and the surrounding tensile stresses \( \sigma_h \). However, it is possible to simplify the previous equation under homogeneous loads into Eq. 10 which is only descriptive of the distribution of defaults and voids in the volume and its effect on the tensile strength reduction:

\[
V_{\text{eff}}(\bar{x}_0) = \int_{\Omega} \psi(|\bar{x} - \bar{x}_0|) \, d\Omega
\]

(10)

with \( \psi(|\bar{x} - \bar{x}_0|) = e^{-\frac{1}{2}\left(|\bar{x} - \bar{x}_0|/l_c\right)^2} \) chosen subjectively as a Gaussian quadratic weighing function [21].

To ensure objectiveness with regards to the choice of the weighing function, the internal length \( l_c \) has to be changed in order to verify Eq. 11.

\[
\int_{-\infty}^{+\infty} \psi(x, l_c) \, dx = D_{\text{eff},\infty} = c^{\text{ste}} \quad \forall \psi
\]

(11)

where \( D_{\text{eff},\infty} \) is what we can call the scale length (objective value) to be identified experimentally.

For the Gaussian quadratic function, \( l_c \) writes \( D_{\text{eff},\infty} = \sqrt{2\pi} l_c \).

2.2.3 Statistical size effect

The heterogeneousness of concrete can be described by the spatial variability of its Young’s modulus [22] or of its tensile strength [21] at the scale of the Representative Volume Element (Equivalent
Homogenized Material). However, the two mechanical properties do not follow the same probability density function. The first parameter follows rather a lognormal distribution whereas the second follows a Weibull type density function. From a mathematical point of view, the spatial correlation of gaussian and lognormal fields is easier and does not require any further transformations. For that reason, the statistical size effect is modeled in our study by a random field associated with the Young’s modulus whereas the reduced tensile strength is considered constant. The autocorrelation (spatial correlation) of the random field is performed following the Karhunen-Loève decomposition [23] and the covariance between two points $\bar{x}_i$ and $\bar{x}_j$ writes:

$$C(\bar{x}_i, \bar{x}_j) = \sigma^2 e^{-\left(\frac{||\bar{x}_i - \bar{x}_j||}{l_{ac}}\right)^2}$$  \hspace{1cm} (12)

where $\sigma^2$ is the associated variance of the random field and $l_{ac}$ the autocorrelation length associated with the Gaussian quadratic autocorrelation function (here considered the same in all principal directions). In the case where another autocorrelation function $\rho$ [24] is selected, the autocorrelation length $l_{ac}$ has to be changed so as to verify Eq. 13 where the fluctuation length $l_{flu}$ (objective value) is considered:

$$\int_{-\infty}^{+\infty} \rho(x, l_{ac}) \, dx = l_{flu} = c^{ste} \forall \rho$$  \hspace{1cm} (13)

3 Application: Damage analysis of VeRCoRs gusset

3.1 Overview

VeRCoRs is a 1:3 scale mock-up of a double walled Nuclear Containment Building (NCB) [4]. The inner wall is made out of reinforced and prestressed concrete (Fig. 3a) and ensures most of the static containment. In this article, we are focusing on the behavior of the first lift of the containment wall (the gusset – Fig. 3b). During the early age phase, tensile stresses develop in the gusset volume because of (a) the cooling of concrete after hydration ends, (b) the strain gradient in the concrete thickness due to endogenous and thermal shrinkages and (c) the restrained strains due to the presence of a lower massive already erect base slab. Eventually, the risk of cracking in this area of the NCB is higher and requires an in-depth analysis of the parameters responsible for concrete damage.

![Fig. 3](image)

**Fig. 3:** (a) General 3D and 2D-AXIS views of the VeRCoRS mock-up (b) 3D view of the gusset (15° revolution angle)

3.2 Numerical analysis

\(^4\)Compared to other autocorrelation functions such as the linear and sinusoidal types and based on a sensitivity analysis we performed using 30 realizations of independent and different random fields, the Gaussian quadratic function seems to minimize the most boundary effects on the cracking patterns (less occurrences of cracks nearby the boundaries – Fig. 5).
3.2.1 Numerical experimental design

Only the variables of interest are detailed in this article (Tab. 1). Further numerical inputs and experimental results are available in [8][4][6]. The mean tensile strength of VeRCoRs hardened concrete is about 4.3 MPa (splitting test [NF EN 206-1]), its mean Young’s modulus value is around 36 GPa and the fracture energy is around 77 N.m. The observed distribution of the Young’s modulus values is of a lognormal type (Fig. 4a) with a coefficient of variation around 10% (the associated Weibull modulus m is 12). At the structural scale, however, the tensile strength of concrete is expected to be less than the one measured at the specimen scale (Eq. 14). In the case of a splitting test, the effective volume seems to be around 300 cm³ regardless of the scale length in Eq. 15 [21]. The reference dimension is hence $D_{ref} = 6.70$ cm. In the absence of sufficient data at the specimen scale of VeRCoRs concrete, the internal length $l_c$ is a priori considered equal to 50 cm [21] (around 30 times the maximal aggregate size). In other words, the scale length $D_{eff,so}$ is equal to 17 cm (around 10 times the maximal aggregate size). Accordingly, the tensile strength of VeRCoRs gusset should be reduced by about $\beta_{red} = 1 - \frac{f_{t,eff}}{f_{t,ref}} = 35\%$ (Fig. 4b). Finally, the autocorrelation length $l_{ac}$ is considered a priori equal to the internal length $l_c$. This is actually in line with the usual fluctuation lengths $l_{flu}$ associated with the Young’s modulus (around 1 m [22]).

\[\text{Fig. 4: (a) Lognormal CDF of the Young's modulus values (b) Size effect ‘’ universal law ‘’ applied to the VeRCoRs gusset}\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Reference</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young modulus</td>
<td>$E$</td>
<td>GPa</td>
<td>36</td>
<td>10</td>
</tr>
<tr>
<td>Tensile strength</td>
<td>$f_{t,ref}$</td>
<td>MPa</td>
<td>4.3</td>
<td>10</td>
</tr>
<tr>
<td>Fracture energy</td>
<td>$G_F$</td>
<td>N/m</td>
<td>77</td>
<td>10</td>
</tr>
<tr>
<td>Objective internal length</td>
<td>$D_{eff,so}$</td>
<td>m</td>
<td>0.17</td>
<td>50</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>$CV_E = \frac{\sigma_E}{\mu_E}$</td>
<td>%</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>associated with the random field</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluctuation length</td>
<td>$l_{flu}$</td>
<td>m</td>
<td>1</td>
<td>50</td>
</tr>
</tbody>
</table>

Tab. 1: Mechanical properties and size effect parameters for VeRCoRs concrete

Besides the list of parameters presented in this article, there are 21 additional mechanical properties that are considered in this analysis [6] but will not be detailed hereafter for the sake of consistency.
3.2.2 Variance based sensitivity analysis

The variance based sensitivity analysis is a global sensitivity analysis that aims at decomposing the model’s variance into partial contributions of each input as well as the interactions between all inputs. Given the high number of inputs (27 parameters) and the required computational time for every simulation (12 hours), it seems more reasonable to identify the most important parameters, overlooking the eventual interactions and correlations, before computing higher order sensitivity analyses such as the classical collocation and perturbation methods or aiming at a probabilistic coupling [24]. The OFAT (One-Factor-At-a-Time) method is a first step to achieve that goal with the least computational cost.

Hence, for a given input \( X_i \), the first order sensitivity index writes [5]:

\[
0 \% \leq \delta_i = \frac{\text{Var}[Y_{i-}, Y_0, Y_{i+}]}{\sum_i \text{Var}[Y_{i-}, Y_0, Y_{i+}]} \leq 100 \%
\]

where \( Y_0 \) is the model’s response using the mean values of inputs, \( Y_{i-} \) (and \( Y_{i+} \)) is the model’s response with a decreased (increased) value of the input \( X_i \) by a given coefficient of variation \( CV_i \).

\[
X_{i+} = (1 + CV_i)X_i \quad \quad X_{i-} = (1 - CV_i)X_i
\]

However, since the input parameters are not associated with the same coefficients of variation, Eq. 20 needs to be normalized for better objectiveness. The index \( \delta_i \) which is used in this study is shown in Eq. 22. We are also considering two other indices \( \delta_{i+} \) and \( \delta_{i-} \) for quantitative analysis of the TM parameters effect which are simply the relative differences between the reference response \( Y_0 \) and \( Y_{i-} \) or \( Y_{i+} \) (Eq. 23).

\[
0 \% \leq \delta_i = \frac{\sqrt{\text{Var}[Y_{i-}, Y_0, Y_{i+}]} \cdot CV_i}{\sum_i \sqrt{\text{Var}[Y_{i-}, Y_0, Y_{i+}]} \cdot CV_i} \leq 100 \%
\]

\[
\delta_{i+} = \frac{Y_{i+} - Y_0}{CV_i} \quad \delta_{i-} = \frac{Y_{i-} - Y_0}{CV_i}
\]

The variables of interest \( Y \) in this paper are the following:

<table>
<thead>
<tr>
<th>Variable of interest</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instant of crack initiation</td>
<td>( Y_1 )</td>
</tr>
<tr>
<td>Mean crack opening</td>
<td>( Y_2 )</td>
</tr>
<tr>
<td>Number of cracks</td>
<td>( Y_3 )</td>
</tr>
<tr>
<td>Mean spacing between cracks</td>
<td>( Y_4 )</td>
</tr>
</tbody>
</table>

Tab. 2 : Variables of interest

3.2.3 Numerical results

The mechanical calculation step applied to the VeRCoRs RSV lasts about 12 hours and covers the whole phase preceding the operational phase of the VeRCoRs NCB. The obtained results are presented hereafter:

- **Deterministic analysis:** In Fig. 5 the obtained numerical cracking patterns are described according to parameters in Tab. 1. Based on 30 various and independent random fields, three cracking
patterns seem to be recurrent: the number of cracks varies between 1 and 2 per RSV and the spacing value between 15° and 5°. For each cracking pattern the crack opening values vary scarcely. The crack initiation time is around 3-4 days and does not seem to depend on the generated random field. As for numerical crack opening values, they are about 37-60 μm and seem to propagate from the inner side towards the outer one. Based on visual inspection results at 4 days after casting [4], VeRCoRs gusset inner cracks have a mean spacing of 10° (there are 18 cracks at 5 days) with openings inferior to 100 μm (measuring device precision). At 12 days after casting, the number of cracks increases on the intrados by 4 whereas on the extrados of the gusset the number of cracks is of 24 (15° average spacing). The numerical results are therefore in line with the in situ observations (Fig. 6). However, computing 30 random fields is not enough to have a concluding idea with regards to the effect of the random field on crack spacing values and their associated probability density function. Given the required computational time, it seems impractical to use Monte Carlo methods. We are currently working on finding out a better suited analysis strategy. In the framework of this article, however, this aspect is overlooked in order to focus on the parameter defining the random field for a given generation. For that reason, the uncorrelated random field is the same for all the succeeding simulations and corresponds to the one of the first cracking pattern in Fig. 5 (two centered cracks).

<table>
<thead>
<tr>
<th>Young’s modulus random field</th>
<th>Cracking pattern (1 week after casting - ( u_{ck} ) (m))</th>
<th>Crack opening profile through the gusset’s thickness ( u_{ck} ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E (GPa)</td>
<td>Number of occurrences: 7/30</td>
<td></td>
</tr>
<tr>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td>4.14e+10</td>
<td>4.0e-05</td>
<td>4.0e-05</td>
</tr>
<tr>
<td>6.61e+10</td>
<td>4.0e-05</td>
<td>4.0e-05</td>
</tr>
<tr>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>3.9e+10</td>
<td>3.5e-05</td>
<td>3.5e-05</td>
</tr>
<tr>
<td>6.01e+10</td>
<td>3.5e-05</td>
<td>3.5e-05</td>
</tr>
<tr>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
</tr>
<tr>
<td>3.96e+10</td>
<td>5.8e-05</td>
<td>5.8e-05</td>
</tr>
<tr>
<td>6.45e+10</td>
<td>5.8e-05</td>
<td>5.8e-05</td>
</tr>
</tbody>
</table>

Fig. 5: Numerical cracking patterns of VeRCoRs gusset 1 week after casting
- **Sensitivity analysis:** In total, there are 55 simulations (2 for each input parameter in addition to the reference simulation). In Tab. 1 two inputs ($D_{\text{eff}, \infty}$ and $l_{\text{flu}}$) are issued from the literature whereas the others ($E, f_y, G_F$ and $C_V_E$) have an intrinsic variations associated with the concrete’s heterogeneousness. This obviously has an effect on the model’s response and might change the crack initiation and spacing. Hence, two questions arise: (a) what are the most influent size effect parameters with regards to cracking? And (b) Are the obtained numerical results accurate enough compared to the experimental ones considering the intrinsic variation of the concrete’s properties and the scattering of in situ observations?

Fig. 8 and Fig. 9 sum up the obtained results and show the obtained variations of the considered 1st order sensitivity indices for the parameters in Tab. 1. In Fig. 8a the evolution of the mean crack opening value in time is plotted for the considered min and max values of each parameter. Based on Fig. 8b, it seems that parameters in Tab. 1 represent about 80 % of the total variance when it comes to crack initiation with more than 45 % associated with the size effect reduction ratio. This result is expected as the concrete’s yield strain $f_y/E$ is directly affected. On the other hand, crack spacing seems to be more dependent on the mean Young’s modulus and the tensile strength values rather than on the other parameters defining the random field ($D_{\text{eff}, \infty}, l_{\text{flu}}, G_F$ and $C_V_E$). As for the average crack opening values, random field properties seem to affect it less compared to the classical mechanical properties of concrete (Young modulus, tensile strength, shrinkage coefficients and creep parameters).

Coming back to our reference simulation (Fig. 5 – cracking pattern with two centered cracks), it seems that the increase of the Young’s modulus or the decrease of the tensile strength by 10 % lead to a 60 % increase in the crack opening values (Fig. 9). By analyzing the post-peak behavior for such variations (Fig. 7), concrete behavior becomes more brittle which justifies the increase in crack opening values at crack initiation and also the reduction of cracks number.

According to Fig. 9, even by increasing the scale length $D_{\text{eff}, \infty}$ (in Eq. 11) by 50 % (due to size effect), in other words by increasing the reduction factor $\beta_{\text{red}}$, the crack initiation time seems to be the same. On the contrary, when the effective tensile strength is increased (50 % decrease of $D_{\text{eff}, \infty}$), the general behavior of the gusset is enhanced leading to delayed cracking. This is probably due to the way stirrups and reinforcement bars are modeled in our analysis (1D elements within the volume) which eventually induces a general increase of the equivalent Young’s modulus at the Gaussian points level (compared to the Young’s modulus of concrete) and limits the effect of the tensile strength reduction on the yield strain. However, the increase of concrete’s yield strain can only increase the equivalent Young’s modulus values at the Gauss point level which leads to delayed crack initiation.

**Fig. 6:** In situ observations of crack spacing values on the extrados 12 days after casting
The fluctuation length seems to have more effect on the maximum crack opening than on the number of cracks at the RSV scale. By choosing a smaller fluctuation length, the scattering of the random field is higher. Therefore the chances of having smaller cracking threshold are bigger and so are the chances to exceed the yield strain or the damage threshold (Eq. 5).

![Graph showing the effect of fluctuation length on crack opening and yield strain](image)

**Fig. 7**: Effect of the variation of Young’s modulus and tensile strength values on the implemented behavior law (Gauss point level)

![Graph showing average crack opening evolution and contribution of input parameters](image)

**Fig. 8**: (a) Average crack opening evolution with time for all parameters in Tab. 1 (b) Contribution of the input parameters to the total variance of the variables of interest in Tab. 2
Fig. 9: Numerical relative differences due to the inputs variation

3 Conclusions

In conclusion, and to answer our two main questions:

- For a given lognormal random field, it seems that the mean values of Young’s modulus and the tensile strength of concrete are key parameters with regards to crack opening values and crack spacing (Fig. 8 – Fig. 9). These parameters define the damage threshold but also define the brittleness of concrete (Eq. 7 – Fig. 7). Accordingly, for a given constant fracture energy, the reduction of the Young’s modulus or the increase of the tensile strength leads to less cracks and higher crack opening values. The same number of cracks and the same crack opening values are obtained when the yield strain (which is equal to the tensile damage threshold) is increased (E increased or f_t decreased). The reduction factor of the tensile strength associated with size effect β_red seems to have more effect on the number of cracks as its value increases and on crack initiation time as it decreases. For the considered variation domains, concrete’s fracture energy, the fluctuation length and the variance associated with the random field scarcely affect the cracking pattern of concrete.

- Eventually, we have demonstrated by numerical means that the cracking pattern of the gusset’s RSV depends on the random field generation and that, from a predictive point of view, one deterministic analysis does not suffice to have a conclusive idea about the number of cracks or their spacing. However, for a given random field, the intrinsic variation of the Young’s modulus (10 % increase) or the tensile strength (10 % decrease) and the increase of the scale length D_{eff,∞} (or its associated β_red) have direct effect on the cracking pattern. Our future work will be oriented towards the probabilistic description of our inputs in order to analyze the possible correlations between the most influential parameters and their combined effects on concrete cracking at early age.
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