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Abstract

Concentration organization and dynamics in heterogeneous porous media are key physical factors
driving chemical reactivity. At equilibrium, reactivity depends not only on the concentration distribution
but also on concentration gradients. As high and low values of concentration and concentration gradient
do not superpose, we derive a transport equation for the concentration gradients and set up an adapted
particle method to approach them numerically. Particles dynamically optimize their organization to
provide highly accurate concentration gradients. The global strategy combining separate particle methods
for the concentration and its gradient gives optimal predictions of reactivity.
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1 Introduction

Particle methods are frequently used to model transport processes in porous and fractured media [6] [13] [21]
[30]. When transport by advection largely dominates dispersion and diffusion processes, particle methods
offer a relevant alternative to Eulerian methods [23] [72] [74]. Even though recent developments in Eulerian
methods have reduced numerical diffusion issues [40] [58], particle methods remain broadly appropriate to
low dispersion conditions [18] [59]. Particles efficiently adapt to flow structures and to local diffusive and
dispersive conditions [8] [49] [68] [69]. They can integrate exchanges between high and low flow zones with
potentially sharp interfaces (e.g. fracture/matrice) [54] [55] as well as chemical interactions with minerals
and biofilms [5] [33] [64] [65]. Because particles naturally resolve the multi-scale diversity of the transport
conditions, they are frequently used to model flows with slight density variations processes that emerge
from their collective behavior. It is the case of the upscaled dispersion also called macro-dispersion that
results from the differential influence of deterministic velocity correlations and stochastic dispersive/diffusive
processes [7] [20] [66].

Particle methods become more involved when the process of interest is driven by local interactions between
particles as it is typically the case for reactions between solute species (homogeneous reactions). As reactivity
is often nonlinearly sensitive to solute concentrations [3], particle methods have progressively evolved from
random walk methods where independent particles are tracked following a Fokker-Planck equation [35] [52]
[68] to meshfree methods with interacting particles carrying concentration properties [6] [30] [65]. Such
methods provide continuous estimates of the concentration field that can be coupled numerically to chemical
reactivity like any other Eulerian transport method [19] [62] [71]. Particle methods are relevant to model the
chemical control of reactivity expressed in terms of concentrations but not the physical control expressed in
terms of concentration gradients [23] [57]. In fact, reactivity is physically controlled by the diffusive mixing
of solutes of different chemical concentrations, as mixing two waters with equilibrated solute concentrations
generally results in an out-of-equilibrium solution [41] [60] [61]. High concentration gradients thus promote
diffusion, mixing and reactivity.

Particle methods are optimized to model concentration fields and not concentration gradients [23] [57].
Whether independent or interacting, particles become sparser in the medium because of spreading and di-
lution following the overall decrease of concentrations. Particles move apart and, after some time, can no
longer resolve the spatial variations of the velocity field, challenging any approximation of concentration
gradients. While particle reseeding is commonly used for concentrations [6] [13] [21] [30], we propose here a
complementary strategy based on solving directly for concentration gradients instead of deriving concentra-
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tion gradients from any approximation of the concentration field. Similar approaches have been studied for
convective flows of slightly varying density [1].

We focus here on advection-diffusion processes in hetegeneous porous media. From the transport equation
of concentrations, we derive the transport equation of concentration gradients and show how both differ
(section 2). We propose adapted particle methods to solve the concentration gradients (section 3). we
finally show how these methods, the particle method for the concentration (CPM) and the particle method
for the concentration gradient (GPM), can be combined to compute reactivity rates when controlled both
by concentrations and concentration gradients (section 5).

2 Transport equation of the concentration gradient

We focus here on advective and diffusive processes common in the transport of contaminants in porous
media [4] [44]. In order to derive the transport equation of the concentration gradient, the gradient operator
∇ is applied to the advection - diffusion equation:

∇
(
∂c

∂t
−∇ · (Dg) +∇ · (uc)

)
= 0 with g = ∇c. (1)

c is the concentration [ML−3], D is the diffusion coefficient [L2T−1], g is the concentration gradient [ML−4]
and u is the flow velocity [LT−1]. As ∇ ∧ g is zero and D is constant, the second term of equation (1) is
given by:

∇(∇ · (Dg)) = ∇ · (∇(Dg)) +∇∧ (∇∧ (Dg)) = ∇ · (∇(Dg)). (2)

Water flow being incompressible and irrotational in porous media, the third term of equation (1) is given
by:

∇(∇ · (uc)) = ∇((∇c) · u) + (∇ · u)c)

= (u · ∇)g + (g · ∇)u (3)

= ∇ · (u⊗ g) + (g · ∇)u

where ⊗ is the tensorial product. The substitution of the two simplifications (Eq. 2) and (Eq. 3) in equation
(1) yields:

∂g

∂t
−∇ · (∇(Dg)) +∇ · (u⊗ g) + (g · ∇)u = 0. (4)

The second term of the previous equation describes the diffusion of the concentration gradient and the
last two terms represent the transport of the concentration gradient by the velocity field. Three distinct
effects are included. The first is the displacement of the gradient application point by the local velocity.
This local velocity also induces a displacement and a distorsion of concentration iso-contours. The variation
of the distance between two such lines results in variations of the gradient intensity. These two effects are
accounted for by the last term of equation (4). The last step consists in writing the diffusive term of equation
(4) as an advective term by means of a diffusion velocity method [6] [8] [47] [48] [50]:

∂g

∂t
+∇ · ((ud + u)⊗ g) + (g · ∇)u = 0 (5)

where ud is the diffusion velocity [LT−1]. The transport equation of the concentration gradient (Eq. 4)
is then transformed in a purely advection equation with a source term (Eq. 5). Particle methods are well
suited to solve the pure advection equation [14] [38] [11]. It must be noticed that the gradient vector g is not
affected by this transformation. Actually, the effect of the diffusion is to move the concentration iso-contours.
The advection term is thus modified in order to transport the gradient application point accordingly. This
operation ensures the consistency between the concentration and its gradient at any point. The expression
of ud is derived by means of a simple identification between equations (4) and (5):

ud ⊗ g = −∇(Dg). (6)

It must be pointed out that the Particle Strength Exchange method can be considered as a valuable alterna-
tive to the Velocity Diffusion Method [17]. Both approaches have their advantages and drawbacks [74] [6].
In our case, the main advantages of the velocity diffusion method is the straightforward inclusion of the
heterogeneity of porous media in the formulation and the ability of the method to account for unbounded
flows without any additional equation. Respective avantages of both method should be further discussed for
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selecting optimal strategies. Although the Diffusion Velocity Method was introduced more than thirty years
ago, there are still only few mathematical studies available [12]. In [43], the convergence of the method was
shown for the case of the linear heat equation. Therefore, in the absence of any other theoretical work, the
problem arising when the Hessian is zero has been assumed to be a numerical difficulty for which different
solutions can be applied (see for example [63]). Here, the simplest method was used by imposing a lower
bound to the Hessian.

3 Particle method for solving the concentration gradient equation

In this section, we develop a particle method to solve the transport equation for the concentration gradi-
ent (Eq. 5). We show how the diffusion velocity is estimated, and how concentrations are derived from
concentration gradients.

3.1 Particles carrying the concentration gradient

We build up an initial set of particles carrying the concentration gradient on the basis of a regular grid to
define the initial values of the components of g [14] [38]. Each particle Pi is defined by its location xi [L]
corresponding to the center of one grid cell and its gradient vector gi [ML−2] in which each component
corresponds to its quantity contained in the grid cell:

gi =

∫
|Pi|

g(x′)dx′ ≈ g(xi)|Pi| (7)

where |Pi| is the support of the particle Pi [L2]. When a regularly spaced cartesian grid is used, the result is
a set of equidistant particles with different weights according to their location on the grid. The concentration
gradient can be approximated by:

gh =
∑
i

giζε (x− xi) with ζε(x) = (1/εd)ζ(x/ε) (8)

where gh is the approximated concentration gradient, ζε is a smoothing function and d is the Euclidean
dimension of the problem. In this work, a 2D Gaussian smoothing function was selected for the two-
dimensional examples later shown:

ζε(x) =
1

πε2
exp

(
−| x |

2

ε2

)
. (9)

The smoothing parameter ε [L] is proportional to the grid cell size h [L] used to generate the particles, ε/h
is held constant [6] [14] [74]. To solve the transport equation for the concentration gradient (Eq. 5), it is
written in a Lagrangian framework yielding the discrete form:

dxi
dt

= u(xi) + ud(xi) and
dgi
dt

= −gi∇u(xi). (10)

This set of differential equations is numerically solved by using a 4th order accurate Runge - Kutta scheme
[6] [45] [74]. The time step δt is fixed according to the CFL conditions δt = min(h/|u|,

√
h2/D) [T ] [6]

[46] [74]. This condition is probably not optimal since it has been shown, at least for the case of a linear
convection equation, that a so-called ”Lagrangian CFL condition” should be a better choice [15]. However,
the former condition, although somewhat conservative, was prefered in our work because of the presence
of an additional diffusion term. Subjected to the effects of flow and diffusion velocities, the set of particles
becomes progressively non uniform. In order to maintain the overlap relation ε/h = constant, a classical
regridding process is used here all the Nδt time steps [6] [14] [74].

3.2 Estimation of the diffusion velocity

To express the diffusion velocity ud, the divergence operator ∇· is applied to equation (6):

∇ · (ud ⊗ g) = −∇ · (∇(Dg)). (11)

As the diffusion coefficient D is constant, the right hand side reads:

∇ · (ud ⊗ g) = −D∆g. (12)
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From the definition of the tensorial product, the previous equation can be rewritten by:

(ud · ∇)g = −D∆g. (13)

The components of the diffusion velocity ud are determined by solving the system of equations (13) by means
of Cramer’s rule [9]:  udx = −D

(
∆gx

∂gy
∂y −∆gy

∂gx
∂y

)
/
(
∂gx
∂x

∂gy
∂y −

∂gx
∂y

∂gy
∂x

)
udy = −D

(
∆gy

∂gx
∂x −∆gx

∂gy
∂x

)
/
(
∂gx
∂x

∂gy
∂y −

∂gx
∂y

∂gy
∂x

) (14)

where (udx,udy) and (gx,gy) are respectively the components of the diffusion velocity ud and of the concen-
tration gradient g.

3.3 Derivation of the concentration from its gradient

The computation of the concentration from particles carrying the concentration gradient g can not be per-
formed by means of a direct convolution product because the relation between c and g is a first order partial
differential equation. We derive the concentration by solving the Poisson equation giving the concentration
c from its gradient g obtained from equation (1 - right):

∆c = ∇ · g. (15)

An integral solution of which, for an unbounded domain with zero external conditions, reads:

c(x) =

∫
R2

G(x,x′)∇ · g(x′)dx′ with G(x) =
1

2π
log | x | in 2D (16)

where G is the Green function of Poisson equation [29] [31]. In this paper, the boundary conditions for
the concentration were either unbounded domain conditions or periodic conditions. The flow was actually
bounded in two directions because of the use of a finite volume solver. The absence of boundaries was
simulated by using a flow domain much larger than the domain occupied by the particles. The velocity
diffusion method only requires the knowledge of the flow velocity and concentration within this last domain.

4 Concentration versus gradient particle methods to simulate re-
active transport in heterogeneous porous media

We show how the two particle methods can be used to simulate reactive transport in heterogeneous porous
media. We first describe the reactive transport model and the medium properties. We then compare the
accuracy and convergence of the concentration (CPM) and gradient (GPM) particle methods. We eventually
propose a more optimal combination of both particle methods to improve the estimate of reactivity.

4.1 Chemical reactivity rate

The simple case of a dissolution/precipitation reaction at equilibrium is considered here. The precipitate
component P is in equilibrium with the solutes A and B of concentrations cA and cB (A + B ⇔ P ) [3].
Assuming that P is in a pure phase, its activity is equal to one, while activities of solute species are equal
to their concentrations. cA and cB are then related by:

cA · cB = K (17)

with K the equilibrium constant [ML−3]. The reactive transport equation of each specy can be expressed
generically for c (either cA or cB) as:

∂c

∂t
−∇ · (D∇c) +∇ · (uc) = r. (18)

The reactivity rate r [ML−3T−1] is derived by combining the equilibrium equation (17) and the reactive
transport equations (18) for cA and cB :

r =
2K

((δc)2 +K)3/2
∇(δc)D∇(δc) (19)
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where δc = cA − cB is the difference of concentrations between the species A and B [60]. δc is not modified
by reactivity but only by transport processes. In fact, as δc is simply obtained by subtracting equations (18)
expressed for each specy, it follows the classical transport equation:

∂(δc)

∂t
−∇ · (D∇(δc)) +∇ · (u(δc)) = 0. (20)

The first term of the left-hand side of equation (19) comes from the chemical system. The second term
shows that reactivity is physically induced by the local gradient of solute concentration imbalances [61].
This simple example shows how mixing and reactivity are activated by interactions between advective and
dispersive processes traduced in the local-scale dynamics of concentration gradients [2] [42].

4.2 Benchmark description

The dissolution/precipitation reaction is modeled in a 2D heterogeneous porous medium defined by a rectan-
gular domain of dimensions Lx = 2048 m and Ly = 512 m [7] [26] [66]. The porous medium is characterized
by a random hydraulic conductivity field K [LT−1] following a stationary log-normal probability distribution,
parametrized by a mean m and a Gaussian covariance function C given by [16] [25]:

C(r) = σ2 exp

(
−
(
|r|
λ

)2
)

(21)

where |r| represents the separation distance between two points [L]. The mean m, the variance σ2 and the
correlation length λ are respectively equal to 0, 4 and 10 m. The generation of a correlated log-normal
field is performed via a Fourier transform by means of the software FTTW [24] [28]. Steady state flows are
described by mass conservation and Darcy’s law [4] [44]:

∇ · u = 0 and u = −K∇φ (22)

where u and φ are the Darcean velocity [LT−1] and the hydraulic head [L]. The boundary conditions are
permeameter-like with homogeneous Neumann on the upper and lower sides and Dirichlet φ = 0 on the left
side and φ = Lx on the right side. The flow equations are discretized on a regular grid using a Finite Volume
scheme with the mesh resolution equal to 1 m in the two directions x and y [10] [53]. The resulting linear
system is solved with the parallel algebraic multigrid method of HYPRE [22]. At initial time t = 0 h, the
difference of concentrations between the species A and B, δc0, is injected at the point source xo = (xo = 256
m, yo = 256 m). The set of particles is initialized by using a gaussian function. The re-griding frequency
of particles Nδt is fixed to 10 time steps for the two particle methods. The Peclet number is defined by
Pe = λ|umean|/D. The norm of the mean flow velocity |umean| is equal to 1 mh−1. Thus the Peclet number
Pe is equal to 100 for D = 0.1 m2h−1.

4.3 Comparison of the two particle methods

On Fig. 2 (top), concentrations δc between the species A and B obtained by the concentration (CPM)
and gradient (GPM) particle methods are broadly different. While δc obtained by CPM remains channelled
along the velocity field as it should be [27] [34] [39] [67], GPM smoothes it critically because of the necessary
integration between the concentration gradient and the concentration itself (Eq. 16). Smoothing effects
accumulate with time eventually and remove the multiple concentration peaks at time t = 150 h. This effect
is especially marked in the red square zone indicated on Fig. 2.

Derivation of the two components gx and gy of the concentration gradient g from the concentration δc
obtained with CPM induces oscillations. These oscillations occur everywhere in the solute plume because
heterogeneity enhances concentration gradients.

Because each particle method gives accurate numerical results for each term of the reactivity rate r (Eq.
19), we propose a strategy combining CPM and GPM. The chemical term depending on δc is estimated by
CPM. The physical term depending on ∇δc = g is estimated by GPM. On Fig. 3, the reactivity rate r,
obtained by this combination of particle methods, is presented at two times, t = 75 and 150 h, with a grid
cell size h = 0.64 m. No oscillation appears on the numerical results. Spatial variability of the velocity field
broadly induces channeling and localised reactivity.

The convergence of the two particle methods proposed is assessed on the basis of the integral R of the
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reactivity rate r over the computational domain:

R(t) =

∫
Lx×Ly

r(x, t)dxdy. (23)

As shown on Fig. 4, the evolution of R with CPM is not monotonous and thus does not converge. The two
other particle methods give results close and display monotonous trends. The combined particle method
especially gives very consistent results for the three particle resolutions showing good convergence properties.
It also shows that a limited number of particles gives acceptable approximations of reactivity.

In terms of performances, the particle number Np increases with the same trend for the two particle
methods, CPM and GPM, as the concentration plume spreads in the porous medium (see Fig. 5). As
the spreading eventually scales in both directions with the square root of time, Np scales linearly in the
intermediary asymptotic regime. Table 1 gives the iteration number Niter, the time step δt and the CPU
time obtained by CPM and GPM for the three values of the grid cell size h tested here. As CPM and GPM
give the same time evolution of Np (see Fig. 5), the CPU times obtained by the two particle methods are
very close. Then an optimal solution is the combination of the two particle methods with a grid cell size h
= 1.28 m. This solution gives accurate predictions of reactivity with a reasonable CPU time.

5 Conclusions

Concentration gradients are generally estimated from concentrations on the basis of finite difference methods.
This approach depends not only on the order of accuracy of finite differences but also on the order of the
method used for estimating the concentration. In this work, solving directly the transport equation of
concentration gradient has improved the description of concentration gradients. Obtaining this transport
equation has revealed a stretching term that takes into account a vectorial adaptation of concentration
gradients to the topology of iso-concentration lines. Meshfree particle methods inherently conserve this
characteristic. While estimates of concentration gradients are accurate, reconstructed concentrations are too
smooth as a result of the necessary integration. As reactivity eventually depends on the concentration and
its gradient, we propose a global strategy combining separate particle methods for the concentration and its
gradient. Prospective results show that this solution gives accurate predictions of reactivity. As the CPU
time stays reasonable, the futur work is to use this solution for studying reactivity in higher heterogeneous
porous media. The extension to 3-D cases will be also considered. It is straigthfoward and does not require
any new development exepted drastic improvements in the computational efficiency of the code.
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Figure 1: Top : sketch of benchmark, bottom : horizontal component of flow velocity.
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Figure 2: Difference of concentration δc (top), horizontal (middle) and vertical (bottom) components, gx
and gy, of gradient g of concentration difference δc between the species A and B (colored contour lines)
obtained by the concentration (left) and gradient (right) particle methods at time t = 150 h for a value of
the grid cell size h = 0.64 m with a Peclet number Pe = 100. Arrows show the flow field.
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Figure 3: Reactive rate r (colored contour lines) obtained by the combined particle method at t = 75 h (top)
and 150 h (bottom) for a grid cell size h = 0.64 m with a Peclet number Pe = 100.
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Figure 4: Integral R of the reactivity rate r over the computational domain as a function of the grid cell size
h obtained by CPM (blue), GPM (green) and combined particle method (black) at time t = 150 h with a
Peclet number Pe = 100.
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Figure 5: Time evolution of particle number Np obtained by the concentration (blue) and gradient (green)
particle methods for three values of the grid cell size h = 0.64 m (dotted line), 1.28 m (solid line) and 2.56
m (dashed line) with a Peclet number Pe = 100.
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h (m) Niter δt (h) CPU time (h) CPU time (h)
with CPM with GPM

0.64 4688 0.032 11.56 12.87
1.28 2344 0.064 1.55 1.73
2.56 1172 0.128 0.24 0.27

Table 1: Iteration number Niter, time step δt and CPU time for a physical time of 150 h obtained by the
concentration (CPM) and gradient (GPM) particle methods with the three values of the grid cell size h =
0.64, 1.28 and 2.56 m for a Peclet number Pe = 100. The numerical simulations were performed on a single
processor Intel(R) Core(TM) i7-4800MQ CPU 2.70GHz.
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